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Backgrounds
nHPC applications
lPlaying important roles in various fields
lTending to require high data transfer capability 

◦ E.g. Simulation applications
◦ Demands for dealing with much data for calculations

nMemory-intensive applications
lA sustained performance is limited by the memory performance of computing 

systems
◦ The wide performance gap between processor and memory

lOne of the challenge to accelerate  memory-intensive applications is full 
exploitation of the memory performance

lA tsunami simulation as the target application in this research
◦ A part of the real-time tsunami inundation forecast system
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The real-time tsunami inundation forecast system
nOverviews
lThe system that helps to decide the appropriate actions for tsunamis’ damage
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The tsunami simulation
nOverviews
lComputational model :TUNAMI Model

◦ Governing equations :Nonlinear shallow water equations
◦ Numerical scheme :The staggered leap-flog finite difference method

lOutputs
◦ The maximum inundation depth, the tsunami arrival time, the water level changes over 

time, and so on

nChallenges
lAcceleration

◦ Simulation of the damage in real time
lAchievement of high performance independent of target areas

◦ The execution time varies depending on input data
◦ It is impossible to predict the target areas where tsunami reaches
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Objective & Approach
nObjective
lAcceleration of the tsunami simulation with various input data and computing 

systems
lClarification of the necessity of the tuning strategy for selecting data structure 

depending on input data and computing systems

nApproach
lAdapting typical types of memory-access-efficient data structures to the tsunami 

simulation
◦ Discrete array
◦ Array of structures
◦ Structure of arrays

lAnalyzing the performance variations
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Data structures in simulation applications
nData definition in the numerical study of dynamics
lMultiple physical values are defined for each point of a computation grid

nTypical data structures where physical values are defined
lThree types of typical data structures

◦ Discrete arrays
◦ Array of structures
◦ Structure of arrays
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Discrete arrays (DA)

nData layout on a memory
lPhysical values are stored in each array
lElements of physical values are stored in the order of index on a grid
üEfficient memory accesses

lHead addresses of arrays may be separated each other
× Inefficient memory accesses when accessing some arrays at once
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Index:

a1 a2 a3 a4
1 2 3 4

b1 b2 b3 b4
1 2 3 4

Address may not continuous



Array of structures (AoS)

nData layout on a memory
lData sets compose an array
lPhysical values of each grid are continuously aligned
üConvenient to deal with physical values data of individual grid points

lAn element of a physical value is distant from another element
× Memory accesses may become inefficient
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Structure of Arrays (SoA)

nData layout on a memory
lOne data structure contains several arrays holding physical values

◦ One array is provided for each physical value (same as the DA data layout)

lElements of the same physical values are placed closer on a memory
üEfficient memory accesses

lThe arrays are also continuously aligned on a memory
üMemory access may become more efficient than the DA data layout
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Implementation of the tsunami simulation
nConcepts of three data layouts in the tsunami simulation
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Data layout with DA Data layout with SoA

An array per one physical value A structure per one physical value

Region not used for calculation

j

i

A structure per all physical 
values of one grid point

Data layout with AoS



Implementation of the tsunami simulation
nExample codes
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Experimental environments
nComputing systems

nSoftware environments
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Processor Intel Xeon Gold 6126 Vector Engine Type 10B

Performance 1996.8 Gflop/s (SP) 4.30 Tflop/s (SP)

Memory subsystems DDR4-2666 HBM2

Memory bandwidth 128 GB/s 1.22 TB/s

Memory capacity 192 GB 48 GB

Compiler Intel Compiler 19.0.5.281 NEC Compiler for VE 2.5.1

Options -O3 -mcmodel=large 
-xCORE-AVX512
-qopt-zmm-usage=high 
-qopemmp

-O3 -fopenmp



Experimental environments
nKernel code
lExtracted high-cost subroutine

nInput data
l12 computational domains that have possibilities to be suffered from significant 

damage of tsunamis
◦ Computational domain composed of five-level resolutions:  D1
◦ Computational domains composed of four-level resolutions:  D2~D12
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Evaluation results
nExecution times
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Summary of the evaluation result
nPerformances
lDA and SoA achieves high performance
lAoS is always lowest performance

◦ The overhead of accesses to scatteredly placed data elements
◦ The requirement of much clock cycles for vector gather instructions

nThe variation of the performance
lThe performance of the tsunami simulation is changed by

◦ Computing systems
◦ Data structure used in the code
◦ Input data (target areas)

lResults indicates the necessity of appropriate selection of the data structure based 
on computing systems and input data

2020/5/16 THE FIFTEENTH INTERNATIONAL WORKSHOP ON AUTOMATIC 
PERFORMANCE TUNING (IWAPT2020) 16



Detailed analysis
nCache load hit ratios on Xeon
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Detailed analysis
nBreakdowns of the execution time on SX-Aurora TSUBASA
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Summary of the detailed analysis
nUncertainty of performance variation factor
lXeon-based system

◦ L1 cache load hit ratios are improved by using structure of arrays with all the inputs
◦ L3 cache load hit ratios vary independent of data structure and inputs

lSX-Aurora TSUBASA
◦ The arithmetic time and vector load time increase in DA and SoA with all the inputs
◦ The execution time other than the arithmetic time and vector load time decreases with all 

the inputs

nNecessity of more detailed analysis
lThe complicated factors may affect the performance variation
lIt is important to incorporate the selection of data structure into tuning 

techniques
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Conclusions
lTsunami simulation needs to be accelerated for real-time executions 

regardless of target areas

lThis research focuses on selecting the data layout used in the tsunami 
simulation for efficient memory accesses
◦ DA, AoS, and SoA

lFrom evaluation results,
◦ Combinations of the computing systems, data layouts, and input data change the 

performance of the tsunami simulation
◦ The factor of performance variation is unclear from the simple analysis
◦ More detailed analysis is necessary for establishing a technique to tune the data 

layout 
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Future work
nMore detailed analysis
lFactors affecting the performance variation
lClarification of the relationship among performance, input data, data layout, and 

computing systems

nEstablishment of tuning technique
lSelection of data layout based on;

◦ Computing systems
◦ Target applications
◦ Input data
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