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Introduction: AMR outputs

• Adaptive Mesh Refinement (AMR) is a powerful technique for solving partial 
differential equations (PDEs)

• Depending on user needs, it can cross between compute to I/O bound intensive 
simulations

• I/O patterns depend on several variables in the meshing, solution, partitioning

• I/O is becoming a bigger bottleneck as we enter the exascale era
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Introduction: AMR IO Characterization
• Understanding I/O characteristics of Adaptive Mesh 

Refinement (AMR) Input/Output Patterns

• “Predictability” in pre-Exascale systems (Summit) 
via proxy applications. 

• Cost of Analysis Data and Checkpoint-Restart

• Better decision making for AMR codes
– When do I use Burst Buffers or the File System?
– How often do I write data?  Checkpoint? 

Analysis?
– What’s the I/O cost overhead in my application?
– How much “in situ” data can I process?
– What format or backend should I use?
GOAL: “Develop adaptable modeling and proxy 
applications frameworks to characterize AMR code I/O for 
better decision making in the upcoming Exascale era”
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Understanding AMReX Castro parallel outputs

• Output production rate depends on 
– physical and simulation parameters
– mesh generation
– parallel partition 

• Not easily predictable

• Let’s look at a simple Sedov
hydrodynamic test

• Symmetric, 2D Mach number using 
3 levels
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Understanding AMReX Castro parallel outputs
• AMReX Castro https://amrex-astro.github.io/Castro/ produces analysis data on a 

<Timestep, Level, Rank> basis

https://amrex-astro.github.io/Castro/
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Understanding AMReX Castro parallel outputs
• <Timestep, Level> à “smooth production”

• <Rank> à “unpredictable production”
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Understanding AMReX Castro parallel outputs
• <Rank> à “unpredictable production”
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Proxy App: MACSio modeling formulation
• Generate cases on Summit, AMReX Castro to do a characterization study. [Outputs] = f([Inputs]) 

• Inputs: problem size, output frequency, partition, AMR levels, CFL condition
• Outputs: analysis data sizes 

• MACSio https://github.com/LLNL/MACSio is a simple MPI based executable that produces “Kernel” outputs 
via arguments. <Step, Rank> production
$ mpirun -np 32 macsio --interface  default --avg_num_parts 8 --part_size 100K --parallel_file_mode MIF 32 

https://github.com/LLNL/MACSio
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Proxy App: MACSio modeling formulation
• Generate cases on Summit, AMReX Castro to do a characterization study. [Outputs] = f([Inputs]) 

• Inputs: problem size, output frequency, partition, AMR levels, CFL condition
• Understand parameters that drive I/O
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Proxy App: MACSio modeling formulation
• Relate MACSio inputs to AMReX-Castro inputs

Functional form:
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Proxy App: MACSio modeling results
• Run the AMReX-Castro Sedov baseline case over several configurations on the Summit supercomputer

• Match MACSio model with Sedov output sizes until convergence

• Validate the model over several Sedov configurations
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Proxy App: MACSio modeling results
• Validate over different cases to model overall “Timestep” output to a certain degree of confidence
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Summary and Future Work
• We present a simple model formulation for understanding Adaptive Mesh Refinement data 

outputs via a proxy application like MACSio

• Empirical models can encapsulate the unpredictable per-rank parallel I/O rates up to model 
AMR levels and timestep data output rates for a range of problem sizes on the Sedov
hydrodynamics case

• Future Research Questions: 
– Can we extend this formulation for other AMR configurations?
– Do we need better granularity in the proxy app and other backends (HDF5, ADIOS2)?
– Can proxy based modeling help understand exascale AMR I/O bottlenecks?
– Can we provide autotune system policy for AMR applications at scale?  
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